FoggyStereo: Stereo Matching with Fog Volume Representation
Chengtang Yao'4, Lidong Yu?

1Beijing Laboratory of Intelligent Information Technology, Beijing Institute of Technology, FEEA L
2Autonomous Driving Algorithm, NIO Paper & Code

ntroductior Method
Problem Stereo matching in foggy scenes is challenging as We extract features from left and right images to build a cost volume through warping The comparison of algorithms on SceneFlow dataset. We compare the
the scattering effect of fog blurs the image and makes the W). We estimate atmospheric light L., and attenuation coefficient 8 from the left image results on clear data and foggy data. * represents our re-implementation
matching ambiguous to render a series of images with different depth Z;. The rendered images are results.
Idea Prior methods mainly deem fog as a noise and discard concatenated to build fog volume, which Is fused with cost volume for disparity AR R BN S S . B
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for stereo matching. UYL= — s o SRR B The comparison of algorithms on KITTI 2015 and 2012 datasets.
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physical atmospheric scattering process. HHH* ' Stereo Dese%pﬁﬁi‘]m 37 o 55 166 65 od [ 50 im
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words, the quality of the rendered Image indicates the e | - e ——— The visualization of depth map on PixelAccurateDeth dataset with real
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Fog Volume Representation
(1) Rendering The atmospheric scattering effect causes the attenuation of light

reflected from objects L, and the accumulation of environmental light L,: -
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Cameral Object Camera _ Object The rendered image R Is computed by reversing the atmospheric scattering:
) ) ) SDNet [32] :
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e endered. e e e endered. (2) Scattering Parameters Estimation We set L,, and 8 as global parameters under ;E !

the condition of one single light source and a homogeneous transporting medium.

(3) Disparity Candidates Sampling We sample dlspanty candidates {Dx}l =N-1 15 The visualization of error rate (EPE) distribution over the depth and the

(a) The process and results of rendering.
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